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Machine Learning and Artificial Intelligence 
for Modern Software Delivery



Nik Papageorgiou
Solutions Engineer, Harness

• ML / Neuroscience focused studies

• Started career in software development

• Spent time in helping companies enable their digital 

transformation

• Focused on modernising the software delivery 

process under DevOps context



payment - service 



Build
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Automated

Test

Semi-Auto

Deploy

Manual Manual

Verify Rollback

Manual

Mins Hours/Days Hours

Software Deployment Pipeline



Build Deploy Feature Flags / DB 
toggles

Areas to improve using AI & ML



Build
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Automated

Test Deploy Verify Rollback

Automated Automated Automated

Days Mins Mins Mins

Automated



Unsupervised Learning

● Clustering
● Dimensionality reduction

Where used? 

● Natural Language 
Processing, Computer 
Vision, Autonomous 
Technologies

Machine Learning 101
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Supervised Learning

● Classification
● Regression

Where used?

● Statistical analysis where 
datasets exist (House 
Prices. Mortgage 
predictions)

VS



Supervised Learning Algorithms for Logs

Provide input set for the algorithm to learn from

Classified Logs

2021-11-05 17:21:07.200: all payments executed

Live Data Stream

P/8
Confidential / © Harness 2021Confidential / © Harness 2021 Continuous 

Delivery



Unsupervised Learning Algorithms for Logs

Unsupervised Clustering
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2021-11-05 17:21:07.200: all payments executed
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Deploy

Auto
Rollback

Infrastructure

Performance

Quality

Business $ Revenue / Throughput

Continuous 
Verification

Unsupervised
Machine Learning

Harness - Applying Machine Learning to CD
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Typical POV Experience
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“We achieved more in
one day than we did in

two months with 
Spinnaker“

“Deployed in production
within a week“

Deployed first pipeline
In 4 hours

“It literally took me 1 hour 
to onboard my first 

service“

Self-Service 
Continuous Delivery

Migrating to Microservices Modernize & Scale CI/CDMigrating to Microservices

AWS EC2, ECS & LambdaKubernetes & AWS Kubernetes & AWSKubernetes & AWS ECS



Application Performance Metrics (Anomalies)
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Identify anomalies on the APM metrics



Markov Model

Rain Dry

0.7

0.2

0.3

0.8

Predict the weather ? Easy !!! Use Markov’s Model to 
predict the weather based on previous state
Very low accuracy …. Why ?
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Hidden Markov Model (Weather is not a result of what 
weather we had yesterday)

Low High

0.7

0.2

0.3

0.8

Rain Dry

0.4 0.4

0.6
0.6

Atmospheric Pressure can be our additional telemetry
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Piecewise Aggregate Approximation of Time Series

previous_paa9
previous_norm
current_paa9
current_norm

Variable

A

B

C

D

Previous and current deployment Time Series Graphs

Previous

Current

Symbolic aggregate expression (SAX)

https://jmotif.github.io/sax-vsm_site/morea/algorithm/SAX.html
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https://jmotif.github.io/sax-vsm_site/morea/algorithm/SAX.html


Symbolic aggregate expression (SAX)

https://jmotif.github.io/sax-vsm_site/morea/algorithm/SAX.html
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Time Series becomes a 
text sequence that we 
can compare.

Previous : abddccbaa
Current   : abbccddba 

Does this sound 
familiar ? 

https://jmotif.github.io/sax-vsm_site/morea/algorithm/SAX.html
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Peaks are not impacting 
the overall understanding 
of the Application’s 
performance



Application Performance Logs



Do we need all of them? 



Entropy

?

Experiment

What is the value of this result?

Toss 1 Toss 2 Toss 3

….

Toss n

Value of information collected is 
dropping

Toss n+1

?????????????
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K-Means with Jaccard Distance

Trained pre-existing clusters 
(Assuming all seeds are 
exhausted)

New tweet 
needs to 
be 
assigned 
to a cluster

Calculate Jaccard Distance from 
each cluster. The minimum 
distance wins
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Headlines

Sports

Events

Distance from 
Headlines



Twitter has predefined tweet categories (K Clusters)

Three Clusters 
resulted in good 
allocation of data 
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Twitter has predefined tweet categories (K Clusters)

Null Pointers

If we had only 3 
seeds we would 
be forced to add 
null pointers into 
one of the 3 
clusters !!!!!!
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Why not increase the number of Cluster to a bigger number?

Noise

Same Log error different cluster, 
why?
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Noise? Use neural nets to define the K
Non-Neural Net Trained Neural Nets
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RuntimeExceptions split into different clusters based 
on the message/context 
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Neural Nets removing the noise of unique data points 
(IDs)



DevOps deploy

2 days to deploy

2 days to onboard dev teams

Manual Verification & Rollback

Developers deploy

2 hours to deploy

2 hours to onboard dev teams

Automated Verification & Rollback

10X ROI in 2 Months

Compelling Event:
Migrating to AWS Public Cloud.

Time-To-Value:
Onboarded 10 app teams (~100 
services) in less than 2 months. Most 
teams onboarded on day 1.

Before Harness After Harness

Martin Reynolds
Head of DevOps
Advanced
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0 XML configurations

75% Reduction in Downtime
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Compelling Event:
Existing CI/CD process was not 
able to scale

Time-To-Value:
DevOps Engineers deploying on-
demand in a matter of weeks.

Case Study - SaaS

Before Harness After Harness

Tommy Bø
DevOps Engineer
Entur

Deploy on-demand

5% change failure rate

Weekly deployments

20% change failure rate

Deployment failure required 
a 2 hour manual roll-back

Custom scripts containing 
1000s of lines of XML

Automated Verification and 
Rollback
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OOTB Approval steps to govern the pipeline using in-
line and Jira 
OOTB Approval steps to govern the pipeline using in-
line and Jira 



Harness - Applying Machine Learning to CI

○ several metrics
○ dependencies
○ touch mode code
○ likely to fail
○ overtesting
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Testing is the Biggest Bottleneck!
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A recent GitLabs survey that targeted developers and 
engineers found that testing is responsible for more delays 
than any other part of the development process.

Where in the development process do you encounter the 
most delays?

Where are the Main Hold-ups in the Software 
Production Process?

Testing 52%

Planning 47%

Deploying to Production 31%

Code Reviews 30%

Code Development 27%

Monitoring 25%

Test Data Management 20%

Other 5%

10

20

30

40

50

60

70

Plan 
Code

32%

Pre-test Build Test/QA Release Deploy Review/
improve

16%
22%

63%

21%
23%

30%
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AWK KMS

Test Intelligence ● Machine Learning used to determined which 
tests most likely to fail: run those first to fail fast

● Only run tests that can be affected by the code 
change made 
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Test Intelligence Applied to Open-Source Projects

Project Name Avg Build 
Execution Time 

Without TI

Avg Build Execution 
Time With TI

% Time Savings

Portal (Harness) 43 mins 32 mins 25%

Incubator Pinot 338 mins 228 mins 32%

Hudi 58 mins 43 mins 25%

RocketMQ 4.6 mins 3.1 mins 32%

Spring Cloud Alibaba 0.744 mins 0.59 mins 20%

Incubator Shenyu 1.16 min 0.4 min 65%

Sentinel 1.90 min 1 min 47%

35%
Average Time Saved

Test Intelligence Results
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Thank you!


