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TL.DR

MOST OF THE CURRENT PROBLEMS WE SEE WITH
IMPLEMENTING MICROSERVIGES ARE CONNECTED WITH
PEOPLE AND ORGANISATIONAL §YSTEMS

THIS 1§ GOOD NEWS, AS WE ALREADY HAVE EXISTING SOLUTIONS!
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o TECHNICAL CONSULTANT, GTO AT SPECTOLABS -

«  ARCHITECTURE. CI/CD. PROGRAMMABLE INFRASTRUCTURE Cotniows ©
o JWA, G0, JS, MICROSERVICES, CLOUD, CONTAINERS

o Continuouse
«  CONTINUOUS DELIVERY OF VALUE THROUGH EFFECTIVE TECHNOLOGY AND TEAMS Delivery

sssss
rrrrr

bit.ly/2jWDSF7
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PREAMBLE. MICROSERVIGES ADOPTION

Accelerating Diffusion of Innovation: Maloney’s 16% Ruleo

Psychology of

Influence® Scarcity

Social Proof Maloney’s 16% Rule:
Once you have reached 16%

adoption of any innovation, you

must change your messaging and

\\ media strategy from one based

i on scarcity, to one based on
ThaTiel N social proof, in order to
.;i 'lpgng \\ accelerate through the chasm to
o Y the tipping point.
2.5%| 13.5% 34% 34%
Adoption Early Early Late
Profile* Inhovators Adopters Majority Majority Lataass
Psychographic®*  Technologists Visionaries Pragmatists Conservatives Sceptics
Social & Critics & Joiners & iich

Technographic# FERTorS Collectors Spectators acEves

A Robert Cialdini *Everett Rogers #Forresters “Geoffrey Moore + Malcolm Gladwell

innovateordie.com.au/2010/05/10/the-secret-to-accelerating-diffusion-of-innovation-the-16-rule-explained/
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TODAY...

CREATE AND SHARE STRATEGY/TACTICS
OPTIMISE FOR FEEDBACK

DEFINE RESPONSIBILITIES

@danielbryantuk
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OUR MISSION

PRETTY MUCH WHATEVER
OUR COMPETITION DOES,
BUT SIX MONTHS LATER

Y. ¥
=0 w2 P w g y. 1.7
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1. STRATEGY - SITUATIONAL AWARENESS. VISION € EVALUATION
02/10/2017 @danielbryantuk SpectoLabs




STRATEGY. ARE MICROSERVIGES A GOOD FIT?

* “0UR 'MODE TWO" APPS ARE MICROSERVICES”
—  MIDDLE-MANAGEMENT LATCH ON TO BUZZWORD
— LIPSTICK ON THE PIG

*  NOT UNDERSTANDING ARCHITEGTURE PRINCIPLES
— NOT BUILDING AROUND BUSINESS FUNCTIONALITY
—  CREATING MINI-MONOLITHS (NO TWELVE FACTORS)

* N0 WELL-DEFINED DEVOPS / SRt / OPS
— DEPLOYMENT/OPERATIONAL FREE-FOR-ALL

02/10/2017 @danielbryantuk
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ANTIPATTERN. (MICRO) SILVER BULLETS

* N0 WELL-DEFINED GOALS/STRATEGY

* BUT. ’
— MICROSERVICES IS THE SOLUTION? e {/,

»  DETERMINE BUSINESS GOALS, CREATE BN
AYPOTHESIS, (CHODSE TECHY), AND VALIDATE ~3

02/10/2017 @danielbryantuk spQCtOLabs



WHAT ARE OUR GOALS?
« DELIVERY OF VALUE TO END USERS (CUSTOMERS)

* BUSINESS AGILITY

o SAFER, MORE RAPID CHANGES TO SOFTWARE SYSTEMS
— BUT CONSIDER CI/CD, DEVOPS, AND VALUE STREAM BEFORE MICROSERVICES

02/10/2017 @danielbryantuk spQCtOLabs



SITUATIONAL AWARENESS
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Making Sense of it All ' (oomy (9 {8
It June 9, 2016 L d @rrellr v:;n . Monalith @rrellr va code Deploy
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2 days 5 days 2 days 7 days 2 days 1 day
L et T -

66 d
philcalcado.com/2015/09/08/how we ended up with microservices.html
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DEFINE GOALS AND STRATEGY

o (REATE SMAR.T. GOALS
— WITH ALL STAKEHOLDERS N

Ifyou read nothing else on strategy, read these
definitive ar

nott e egy, read thes
rticles from Harvard Business Review.

« PICK YOUR (STRATEGIC) POISON

o SHARE THE QUTCOMES...

02/10/2017 @danielbryantuk
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GOMMUNICATE THE VISION

Strategic Goals

Support entry into new
(global) markets

1 Global platform, deployment
and configuration
3  English-speaking markets
are primary target
Support innovation in
existing markets
J  Reduce cost of new
functionality and processes
3  Increase accessibility of

platform/application metrics
for analysis

Enable scalable business

3  More customers and
increased transactions

Architectural
Principles

Eliminate accidental
design/code complexity

d  Aggressively retire and
replace unnecessary
complex code and process

Services with single
responsibility principle

1  High cohesion, low coupling
throughout stack

Consistent interfaces and
data flows

3 No surprises
3  Extensible

Reduce inertia

d  Make choices that favour
rapid feedback and change

@danielbryantuk

Design and Delivery
Practices

Encapsulate legacy code and
create seams/interfaces

JavalJS/Golang assessed per
service (architect council led)

Utilise REST (JSON/HTTP)

RabbitMQ messaging for async
communication

Consolidate, fix & cleanse data
per service created

Continuous delivery for all
Automate testing

Better align business goals with
development

1  Everybody, all together,
from early on

O  Identify KPIs/success
metrics

SpectoLabs



TAGTICS. TEGHNICAL LEADERSHIP IS VITAL

 PROMOTE SHARED UNDERSTANDING
— COMMUNICATION (BIT.LY/11A3080)

* RISK MANAGEMENT

Software
e Architecture
B Det/e/ope)\s

e “JUST ENOUGH" UP-FRONT DESIGN
— MICROSERVICE BOUNDARIES AND “GLUE

02/10/2017 @danielbryantuk



TAGTICS. TEGHNICAL LEADERSHIP IS VITAL

o CONWAY'S LAW IS WELL ACCEPTED
— ALIGN TEAMS WITH SERVICE (VICE VERSA)

 NOT §0 CLEAR WHERE "ARCHITECTS' SIT o
— (OVERARCHING, CONSULTING, OR PER TEAM? = Software

i n, Matt McLarty, ArChiteCtu re
Irakli Nadareishvil for De‘/e/oper\s

* HIGHLY RECOMMENDED TO PAIR PRODUCT
MANAGERS WITH TECH LEADS PER TEAM

02/10/2017 @danielbryantuk



ANTIPATTERN. TEGHNICAL INSANITY

o WE CREATED A TECHNICAL MESS WITH A MONOLITH... Insanity: doing the

same thing over
and over again and
expecting different

* BUT NO GHANGE REQUIRED WITH OUR APPROACH TO resuits:
ARCHITECTURE WHEN IMPLEMENTING MICROSERVICES??? |

o WE NEED STRONG TECHNICAL LEADERSHIP

02/10/2017 @danielbryantuk



TEAMS AND TECHNOLOGY. INNERSOURCE

o EZRTY » Programmers share their work with a wide audience, instead of just with a manager or

team. In most open source projects, anyone in the world is free to view the code, —
comment on it, learn new skills by examining it, and submit changes that they think will |- |
ISC Sum improve it or customize it to their needs.
be * New code repositories (branches) based on the project can be made freely, so that sites

he form below

equired.

with unanticipated uses for the code can adapt it. There are usually rules and technical
support for re-merging different branches into the original master branch.

=] ® People at large geographical distances, at separate times, can work on the same code or

2016 InnerSoui

contribute different files of code to the same project.
« Communication tends to be written and posted to public sites instead of shared peto e oely
'F’“" informally by word of mouth, which provides a history of the project as well as learning :.n.:mt
== opportunities for new project members.
« Writing unit tests becomes a key programming task. a “unit test” is a small test that
checks for a particular, isolated behavior such as rejecting incorrect input or taking the
paypa

proper branch under certain conditions. In open source and inner source, testing is done

constantly as changes are checked in, to protect against failures during production runs. persource.csp

02/10/2017 @danielbryantuk Sp@CtOLabS




EVALUATING TOOLING - THE SPINE MODEL

EFFECTIVE CONVERSATIONS MAKE FOR EFFECTIVE
COLLABORATION WITHIN A TEAM

—  KEVIN TRETHEWEY € DANIE ROUX, AGILE 2015

IT'S A TOOL PROBLEM

— A3 A SPECIES, WE HAVE ALWAYS BEEN TOOL USERS
AND MAKERS.

— WEUSE ——__ T0 GET OUR WORK' DONE

PEOPLE GET STUCK IN A DILEMMA WHERE EQUALLY
PLAUSIBLE OPTIONS ARE AVAILABLE

— “GOING UP THE SPINE” BREAKS DEADLOCK

Needs J

Values

Principles

Practices

Tools

http://spinemodel.in!!/explanation/introduction/

SpectoLabs




GHOIGES: BEWARE OF CONFIRMATION BIAS

Sysadmin 4 lyfe

te [&]) Reader

# HOME  ABOUT  CONTACT

The HFT Guy

A DEVELOPER IN LONDON

The
in production today. Docker in Production: A History of Failure.

tenet has been awash with a well written article about the dangers of running Docker

POPULAR POSTS
‘The piece was well written and touched on the many challenges of running Docker in

GLOUD / TEGH m Docker in Production: A History production today. However towards the end it tailed off into a rant filled with rhetoric that
. . . : A9 of Failure was a knee jerk reaction to a problem many IT folks have exper new and shiny does
Docker in Production: A History of Failure not bring home the bacon, plain and boring does
@'5 GCE vs AWS in 2016: Why you
= should NEVER use Amazon! So let me try to retort the claims in this article from my experience of running Docker in
production.
i d: 77 0 129 Votes ulff i costcomparison
etween GCE an . .
Docker Issue: Breaking changes and regressions
| About )
I t d t' Docker maintains API versioning to support backwards compatibility. However there is a
ntroducton Jack of long term suppor for docker enginel,

HAProxy vs nginx: Why you
should NEVER use nginx for
load balancing!

My first encounter with docker goes back to early 2015. Docker was experimented with to find
out whether it could benefit us. At the time it wasn't possible to run a container fin the

There is also much debate about how Docker maintains the runtime environment and image
formats. Since the engine is rather monolithic, the runtime and image formats change ata

background] and there wasn't any command to see what was running, debug or ssh into the great rate. This is something Redhat and Google are trying to conteract with the Open

container. The experiment was quick, Docker was useless and closer to an alpha prototype L..l.l’ Choosing the right cloud Container Initiative (OCI). There is even talk they may fork Docker. It's good that there is

than a release. provider: AWS vs GCE vs Digital open debate about moving Docker towards a standardised stable format and away from a
Oceanvs OVH ‘monopoly driven by the goals of one company.

Fast forward to 2016. New job, new company and docker hype is growing like mad
Developers here have pushed docker into production projects, we're stuck with it. On the So the point is valid but misleading, the only breaking changes that exist in Docker are in the

bright side, the run command finally works, we can start, stop and see containers. It is internal implementation and there are some big names invested in spliting those internal

functional. FOLLOW implementations into open standards.
Follow this blog. Get news about the cloud
We have 12 dockerized applications running in production as we write this article, spread over and the latest devops tools. Docker Issue: Can’t clean old images
31 hosts on AWS (1 docker app per host). )
‘This is a well known issue, I was surprised the author seemed unaware of docker-ge by
B Eallow Spotify. This is a fairly trivial solution that is similar to the cron solution offered, but which
https://thehftguy.wordpress.com/2016/11/01/docker-in-production-an-history-of-failure/ http://patrobinson.github.io/2016/11/05/docker-in-production/
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EVALUATION - IT'S EASY T0 BE TRICKED

N ’
/ N\

L N
N /
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EVALUATION - BEWARE OF BIAS AND HEURISTICS

N %
/| AN

Thinking,
Fast and Slow

Daniel Kahneman
‘Winner of the Nobel Prize

SpectoLabs



ANTIPATTERN. NETFLIX™ (TECHNICAL) ENVY

* BLINDLY COPYING TECH FROM
*NETFLIX/GOOGLE/AMAZON/ TWITTER

o LEARN ABOUT THE PRINGIPLES,
PRACTICES AND CULTURE AS WELL

02/10/2017 @danielbryantuk spQCtOLabs
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.. FEEDBACK - VISIBILITY AND GONSTANT LEARNING

@danielbryantuk
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FEEDBACK 1§ VITAL

The First Way:
Systems Thinking

* BUSINESS — =

Dev ) Ops

i The Second Way:
We assert that the Three Ways describe Amplify Feedback Loops

the values and philosophies that frame the
processes, procedures, practices of

«  ARCHITECTURE BT o

Gene Kim oV y Ors

The Third Way:
Culture Of Continual Experimentation And
Learning

* (PERATIONS o T D

02/10/2017 @danielbryantuk SpOCtOLabS



VISIBILITY FOR THE BUSINESS

Price of Dabs Best selling (top 15)
B Seer Tue Nov 06 2012 POLLOCK 1694100
2 58 coD 1260200
Stay up-to-date with 1 5:57:06 $ ° HAKE 676100
fish market data. 3 0% HADDQCK 675400
MONKTAIL 668100
YELLOWTAIL 608100
DABS 590000
OCN PRCH 528000
GREYSOLE 382700
SKATE WINGS EELEN]
goal FLUKE 64600
Price of Cod in Portland ($) SHOAL FLDR 30000
LEMONSOLE GEO 25300
6 1 8 MONK LIVERS 23800
° 75 BLACKBACKS 22100

GILLNET COD 18500

Open Ocean

Protip: You can drag the widgets around! high price

Your monthly sales

02/10/2017 @danielbryantuk
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MIGROSERVIGES SHOULD BE BUSINESS-DRIVEN

o BAKE-IN METRICS AND SIGNALS
WITHIN SERVICES AND PLATFORM

WAlMAR’I’ S BUSINESS UPLIFT

o ALLOWS VALIDATION OF HYPOTHESES

e SHARE REGULARLY THROUGHOUT ORG

www.youtube.com/watch?v=SPGCdziX|HU

02/10/2017 @danielbryantuk spQCtOLabs




Your Code as a,
Crime Scene
Use Forensic Techniques

to Arrest Defects, Bottlenecks, and
Bad Design in Your Programs
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ARCHITECTURAL FEEDBACK
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ANTIPATTERN. TROJAN MONOSERVIGES

« TS ALL TOO EASY FOR THE MONOLTH | <o
T0 CREEP BACK IN (SOMEWHERE).. "

o H/T MATTHEW SKELTON

Types of software monoliths i

*Application monolith

«Joined at the DB
o (ONTINUALLY RETROSPECT ON TECHNICAL -l\/lono:ith@c releases (couzledd)l |
WORK USING SUPPORTING METRICS fﬂMO”O thic thinking (standardisation)

www.slideshare.net/SkeltonThatcher/teams-and-monoliths-matthew-skelton-londoncd-2016

02/10/2017 @danielbryantuk Sp@CtOLabS




OPERATIONAL VISIBILITY

* LOGGING o MONITORING AND ALERTING
— THE 10 COMMANDMENTS OF LOGGING — ROB EWASCHUK'S PHILOSOPHY ON
— THE LOG. WHAT EVERY SOFTWARE ALERTING

ENGINEER SHOULD KNOW — BRENDAN GREGG'S USE METHOD

— upper S0 147

02/10/2017 @danielbryantuk



WHEN BAD THINGS HAPPEN, PEOPLE ARE ALWAYS INVOLVED

N
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MIKEY DICKERSON'S HIERARCHY OF RELIABILITY

02/10/2017

/ Testing / Release \

De

V.
/Cap. Planning\

/

Postmortems \

/

Incident Response \

/L

Monitoring \

www.infog.com/news/2015/06/too-big-to-fail

@danielbryantuk
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A LITTLE BIT OF STANDARDISATION GOES A LONG WAY

e AUTOMATION IS THE GOAL

— tSSENTIAL AT SCALE WITH MICROSERVICES

* BUT WE HAVE TO UNDERSTAND PROBLEMS
— RESPONSE, POSTMORTEMS € ROOT CAUSE

e CHECKLISTS PROVIDE STRUCTURE

02/10/2017

@danielbryantuk

‘It has been years since | read a book 50 powerful
and so thought-provoking'

&

Wy
& [570
&)

N

OREILLY"

Production-Ready Microservices

or building a microservice ecosystem from scratch, many engi
left wondering what's next. In this practical book, author Susa|
presents a set of microservice standards in depth, drawing

learn how to design microservices that are stable, reliable, scalaly
tolerant, performant, monitored, documented, and prepared
catastrophe.

Explore production-readiness standards, including:

m Stability and reliability: develop, deploy, introduce, and
deprecate microservices; protect against dependency failures

m Scalability and performance: learn essential components for
achieving greater microservice efficiency

pm her  microservices—the

Production-

Ready %
Microservices

BUILDING STANDARDIZED SYSTEMS ACROSS

“IDbelieve this book is
destined to become the
de facto reference for
designing and operating

production-readiness
checklist alone is worth
the price of admission!”

—Daniel Bryant
Chief Scientist at OpenCredo

the MY
architecture style
is har rticular]

www.microservices.com/talks/microservices-standardization-susan-fowler/

SpectoLabs



MIGROSERVIGES ENABLE AGILITY

o WHEN DONE WELL...

* BUILD, MEASURE, LEARN
— BUILD-IN SIGNALS AND METRICS
— GREATE A GULTURE OF EXPERIMENTATION AND FAILING FAST

* |F YOU DONT GOLLEGT THE DATA AND TAKE ACTION TO ADAPT...
— THERE IS LIMITED BENEFIT WITH MICROSERVICES

SpectoLabs



[Sure glad the hole isn't at our end. \

11}\ Y //

——
~—— —— ~—~ —_—

— ~— ~—— \,«_/\_—/\_

J. RESPONSIBILITIES - THE BUCK ALWAYS STOPS SOMEWHERE

02/10/2017 @danielbryantuk SpOCtOLabS



WE HEAR THIS A LOT...
“WE'VE DECIDED TO REFORM OUR TEAMS AROUND SQUADS. CHAPTERS AND GULDS”

« BEWARE OF CARGO-CULTING
— REPEAT THREE TIMES “WE ARE NOT SPOTIFY”

o |NDERSTAND THE PRACTICES, PRINCIPLES, VALUES ETC

02/10/2017 @danielbryantuk SpQCtDLabS



PEOPLE PAIN POINT - HOW DOES DEVOPS FIT INTO THIS?

« DEVOPS TOPOLOGIES
— HTTP.//WEB.DEVOPSTOPOLOGIES.COM/
— @MATTHEWPSKELTON e

02/10/2017 @danielbryantuk SpOCtOLabS



KUDOS T0 GITLAB FOR THEIR POSTMORTEM

v GitLab Download Features Products Community Explore Docs Blog Contact Q  Signin | SignUp

to report any errors.

signed using DMARC.
7. Why were Azure disk sna patanable Qilc 2 orocedures were sufficient.

8. Why was the backup procedure not tested on a regular basis? - Because there was no ownership, as a resul
nobody was responsible for testing this procedure.

Feb 10,2017 - GitLab W'

Postmortem of database outage of January 31 Improving Recovery

Postmortem on the database outage of January 31 2017 with the lessons we learned. We are currently working on fixing and improving our various recovery procedures. Work is split across the

following issues:

1. Update PS1 across all hosts to more clearly differentiate between hosts and environments (#1094)
2. Prometheus monitoring for backups (#1095)
On January 31st 2017, we experienced a major service outage for one of our products, the online service 3. Set PostgreSQL's max_connections to a sane value (#1096)
GitLab.com. The outage was caused by an accidental removal of data from our primary database server. 4. Investigate Point in time recovery & continuous archiving for PostgreSQL (#1097)
5. Hourly LVM snapshots of the production databases (#1098)
6.
7
8.
9

This incident caused the GitLab.com service to be unavailable for many hours. We also lost some production data . Azure disk snapshots of production databases (#1099)

that we were eventually unable to recover. Specifically, we lost modifications to database data such as projects, . Move staging to the ARM environment (#1100)
comments, user accounts, issues and snippets, that took place between 17:20 and 00:00 UTC on January 31. Our . Recover production replica(s) (#1101)

best estimate is that it affected roughly 5,000 projects, 5,000 comments and 700 new user accounts. Code . Automated testing of recovering PostgreSQL database backups (#1102)

repositories or wikis hosted on GitLab.com were unavailable during the outage, but were not affected by the data 10. Improve PostgreSQL replication documentation/runbooks (#1103)
loss. GitLab Enterprise customers, GitHost customers, and self-hosted GitLab CE users were not affected by the 11. Investigate pgbarman for creating PostgreSQL backups (#1105)
outage, or the data loss. 12. Investigate using WAL-E as a means of Database Backup and Realtime Replication (#494)

. Assign an owner for data durability

02/10/2017 @danielbryantuk

5. Why did the backup procedure fail silently? - Notifications were sent upon failure, but because of the Emails
being rejected there was no indication of failure. The sender was an automated process with no other means

6. Why were the Emails rejected? - Emails were rejected by the receiving mail server due to the Emails not being

t

SpectoLabs



DEVOPS - RESPONSIBILITIES

Systems Thinking “Outage Start Up” RACI Chart
[ Bumress) | [ (Cumtomen) | Task/Positions Maint. Maint. Prod Reliability Safety PdM Tech.
P O Technician Supervisor | Supervisor | Engineer
—_— Verify Safety on C A (e} | R
all equipment
The Second Way: Verty Equipment c A l R c
We assert that the Three Ways describe Amplify Feedback Loops Reliability
the values and philosophies that frame the Verify Equipment R A R Cc I C
processes, procedures, practices of Functions
DevOps, as well as the prescriptive steps. ("—j Clean Up R A I
. Inspect and
Gene Kim Dev ‘_——* Ors Ret’l’.lm Tools R A
Meeting on c R c C c
The Third Way: Lessons Learned
&;trt::;: 10’ Continual Experimentation And From Outage
Responsibility “the Doer”
Accountable “the Buck stops here
( Zi Zi Zi Zi ) Consulted “in the Loop”
-y dadididiahaYe Informed “kept in the picture”

02/10/2017 @danielbryantuk spQCtOLabs



DEVOPS - DEFINE RESPONSIBILITIES

o FOCUS ON WHAT MATTERS
— GI/CD
— MECHANIGAL SYMPATHY
— LOGGING
— MONITORING
— NFRS / CFRS
— GHANGE MANAGEMENT
— INCIDENT RESOLUTION

02/10/2017

T Ao Wiy Sgmatirs Soris

@
<[ 5

CONTINUOUS

DELIVERY

Jez HUMBLE ?f,
DAVID FARLEY geeam

@danielbryantuk

Reliability

Engineering

Edited by Betsy Beyer, Chri
Jennifer Petoff & Niall Richard

is Jones,
Murphy

Wy ! N
Effective
DevOps

Jennifer Davis & Katherine Daniels
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HOW MUCH VALUE DOES NON-DEPLOYED GODE
PROVIDE TO USERS?

(*Universal Unit of Value)

SpectoLabs



ANTIPATTERN. WATER-MICRO-FALL

* CRAFTING PERFECT MICROSERVICE
PLATFORMS / CHASSIS / DOGS

* BUILDING CONTINUALLY ON UNDEPLOYED
(AND UNTESTED) ASSUMPTIONS

o CHANGE MINDSET TO GONTINUOUSLY
DELIVER INCREMENTAL CHANGES T0
PRODUCTION ASAP

02/10/2017 @danielbryantuk
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IN CONGLUSION. MICROSERVICES WILL GREATE CHANGE...

02/10/2017 @danielbryantuk SpOCtOLabs



GHANGE MANAGEMENT IS £SSENTIAL

« FAIR PROCESS (THREE ‘E’$)
— ENGAGEMENT
— EXPLANATION
— EXPECTATION

* LEADING CHANGE
— TRANSFORMATION IS A PROCESS
— COMMUNICATE, PLAN, EVALUATE, LEARN, EMPOWER
— (BTAIN BUY-IN FROM THE TOP

02/10/2017 @danielbryantuk Sp@CtOLabS

Essentials
An introduction to the most enduring ideas
on manag i iew.

tt from Harvard Business




LEADING CHANGE

1. ESTABLISH SENSE OF URGENCY y

2. CREATE THE GUIDING COALITION

3. DEVELOP A VISION AND STRATEGY LEADING
k. COMMUNICATE THE VISION CHANGE
. EMPOWER EMPLOYEES FOR BROAD-BASED ACTION B
6. GENERATE SHORT-TERM WINS N ¢
7. CONSOLIDATE GAINS AND PRODUCE MORE CHANGE JOHN P.
B

ANCHOR NEW APPROACHES IN THE CULTURE KOTTER

02/10/2017 @danielbryantuk spQCtOLabs



WRAPPING UP - CONCLUSION

o STRATEGY / TACTICS
— tENSURE SMART GOALS AND ACCOMPANYING STRATEGY ARE DEFINED AND COMMUNICATED
— TECHNICAL LEADERSHIP (ARCHITECTURE) SKILLS ARE VITAL
— CHOOSE TOOLING TO SUPPORT YOUR APPROACH (NOT THE OTHER WAY AROUND)

* FEEDBACK
— OPTIMISE FOR VISIBILITY AND LEARNING (THROUGHOUT THE ORGANISATIONAL STACK)

* RESPONSIBILITIES
— LEARN FROM CONWAY, NETFLIX AND SPOTIFY ET AL, BUT DO NOT CARGO CULT BLINDLY
— DEVOPS (DONE RIGHT) IS A PREREQUISITE FOR MICROSERVICES

02/10/2017 @danielbryantuk spQCtOLabs



THANKS...

@DANIELBRYANTUK
DANIEL BRYANT @SPECTO.0

(CREDIT TO THE ENTIRE OPENCREDO € SPECTO TEAMS FOR INSPIRATION/GUIDANCE)

02/10/2017 @danielbryantuk SpOCtOLabS



OREILLY"

Building
Microservices

Sam Newman

1IcToService
Architecture

INOPLES, PRACTICES, AND

Mike Amundsen, Matt McLarty,
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