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Vision

We're living in the era of mobile/digital only
— we believe banking and commerce should to.

Our vision is to rethink the interaction with money and
defining a completely new category - by introducing a new
money app.

It's the complex coordination between banking services and
commerce use:

- How | save money.
 How | get money.
- How | spend money.
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The partner model

All money is in the partner bank

Leverage the partner banks’ infrastructure and compliance

Get & save

money
unar
Users ,waY
Spend
money
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Lunar Way'’s journey towards
Cloud Native Utopia
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Cloud Native?
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Microservice oriented Container packaged Dynamically scheduled
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J
oe Beda, CTO at Heptio
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Reduce time-to-market

Why go there?

Allow for continuous
Innovation

—

)

Ability to pivot
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Our journey so far

Ruby on Rails Strangling Rails Kubernetes
2015 2016 2017
Integrations Microservices with
First services monolithic deployment

2018

The end of our
“monolith”
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So,
what do we have running?

Junar
way’



Highlevel overview

&
N

docker

amaZon

web services

Node

i D :
e Y@ 415.._,_,_2,-' ,|

. kibana

L 4
L 3 -
. --------------------------------------------------------------------------------------------

pagerduty ¢ Periscope
=== DATA ..

Postgre SQL elasticsearch




l;;:ow ‘t’o navigate the
ud Native ecosystem?

Junar
way’



: : Registry Application Platforms AlperEl iy
Database & Data Analytics Streaming Services Definition & Analysis

Monitoring

PaaS / Container Service
EEE % . . .
BIGCHAIN® Cerboroeta & T Coneponse || SRAT10 ) druid Sty | S e ‘ank o s ‘ﬁ rmrrio) @rovierr Olamboo buddysis PP gy ot (V)
\mazon ECR b'

cassandra 0 s
Cockroach pe Dataflow Bitbucket ATOMIC Azure Registry A

inition

Buildkite loudBees codefresh g APPDYNAMICS 53 AppNeta
- e R omas ﬁ' = s © o | 4 4 . Y G A A o .g
’ . 4 . B : ~. | e ) [ .
im0 ®mongons MQS& . SRpes mtll:lle redis @HERON Wiguazio §§kafka IN[AI T[S @ rarsor . hobil:,c:t.0 @ =ensstiz distelli DRONE € Jenkins APCERA Prometheus e

i GitLab 1BM Bluemix
PostgreSOL JFrog Artifactory

Pahyerm Google Registry cOMPOS,. Concourse Container Ops Runner

(Y) CNCF Project sretonsnalyics  CAtchpoint®
. ?ﬁ ~ PSS [m container
* RethinkDB prJ\Z ]? siksnowflake 0 DB WVERTIC/\ VITESSEDATA BhRabbitVQ {l\é @ STORM U UF — =Sonatype | 6% OPENAPI I ’J shippable S‘ 9 @Travis Swercker cLoup e C ‘

o AWS

& Development

App Def

Solano Labs FOUNDRY

SfFiEcats GitLab REGISTRY atkor semaphore Spinnaker TeamCity ) COSCALE

centreon CloudWatch

@ © CONVOX DATAWIRE &DC/DS

ContainerShip

wDEs Flynn

werkitowdocker  exoscale @ influxdb  INSTANA  Blibrato. =FueHTsrep

a 15 Grafana #graphlﬁe

DATADOG dynatrace

Coordination & Service Discovery Service Management

ii C ted MK E wanrn= NV | SR ko @170 @ s 13 hyper_]
@22 CONSUL =
0 ' ee C o Slant Swarm hroku mgsrcgng _h!agios' N

GRAVITATIONAL

. Apache Zookeeper Eureka Hyperbahn .l: l envoy Sl
& @) k ' NETSIL
kubernetes CoreDNS ‘@ BB @ exone . NGinNX

weaveflux PROXY cermvoun e lstio I ‘#i_a @ m . @
i vmware ron. =8 Lightbend “opscanty S opbeat
CNCF Project Oy Reostaor SkylNS Haret CNCF Project aam oNTEN 9 = & opbeat  Outlyer

Smartstack NETFLIX O @ D vamp  NETFLIX
Ribbon TURBINE L ABS traefik uul . HHH a
@\ Omeby navops  @nimata i REMANN

OPENTSDB sovor density

Orchestration &
Management

Cloud-Native Storage Container Runtime Cloud-Native Network O (3:3) < signal i Q Osysdig

OPENSHIFT PaaSTA PHOTON™  pLATFORM9 StackDriver

T

- [ @ STACK T ZABBIX
.- -

® & 7 QDATERA DOLLEMC QP Diamant &jjslan §PHEDVIG canal Wy  ©cumuws RANCHER ®remind  SQtii A EERORY

ceph lasterFS @ OPEN Contiv
. ta m 0 rkt s%% o . & @ Logging
S w2, & M v 2o @ W | |combainer ®,_ CNI | freme {8y (D) OV§ Qoome M o Y oty

' b
MINIO NetApp: Quobyte Sheepdog . lX d midokura OPENCONTRAIL  Open vSwitch ROMANA y %¢ elastic graylog
@ Cri-o CNCF Project %
‘RDBIN E ROOK Sprlrgpath £ sTorAGEOS & snaproute TiGERA ﬁ @ fI U entd

weavenet 1 loggl logz.io
Serverless/Event-based CNCF Project 9

()
.g
)

c

-
(2 4

Bare Metal Infrastructure Automation Host Management / Tooling Secure Images @ <’> @ ‘ @00 papertrail splunk> @sumologic

d -
Fun:tl;:ns Fungll}lons Firebase

Tracing
B ®Kubeless

A ) ) . . issi NStack
DE\L @/F"HEMAN Mss Q/ coreo e CFEngine @ anchore @ clair Ereweeor fission s s
REBAR ANSIBLE CHEF - 0 s

OpenWhisk oF 3 PubNub

- & v :-RU N Sy : < -L-l. HashiCorp
openstack G Scaleway . JU?J .H’ “puppet  Deck @ — Vault O
) vmware INFRAKIT SALTSTACK Twistlock webtask “ :b

Cloud Sleuth

isioning

Prov

Appdash

ZIPKIN

% w:?mm Qg ey —— ORACLE Cloud Native Landsc ape This landscape is intended as a map through the CLOUD NATIVE

e .. 0.7 previously_ uncharted terrain of cloud native COMPUTING FOUNDATION
-7 technologies. There are many routes to deploying

. a cloud native application, with CNCF Projects _ JAmnli
5) FUﬁTSU S'é © Joyent packet @ github.com/cncf/landscape representing a particularly well-traveled path. 44 Redpoint #Amplity

DigitaIOcean HUAWEI
Greyed logos are not open source

Public Cloud

Tencent Cloud




r ") CLOUD NATIVE
N N COMPUTING
I- = FOUNDATION

A 4
. . gRPC
Kubernetes Prometheus OpenTracing Fluentd linkerd remote Procedure Call
Orchestration Monitoring Distributed Tracing AP Logging Service Mesh
O avy
OV %S OV OWS S Ow %S Ov %S o
b
vOop= ¥yos ¥ e ¥ f8 ¥ OH
4 B 0 & O 7
K —
CoreDNS containerd rkt CNI Envoy
Service Discovery Container Runtime Container Runtime Networking AP Service Mesh ‘Jaeger
Distributed Tracing
OY % Ow %S Ow=3 O %= S A O wilm e
N\
¥ = ¥ O o ¥

('

U

) 4

B .
-~
l \ I

‘GRPG

Junar
a



Dynamic Scheduling
with Kubernetes
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Why do we need an orchestration tool?

« Scheduling - where are our containers going to run?

- Availability - scale to a desired state

- Resilience - if a container dies, we need a new one to spin up

- Storage - where do we store our data?

- Deployments - we want a way to canary deployments

- Updates - how can we update our containers without downtime?
- Networking - how are our containers going to communicate?

- Service Discovery - how will they find each other?



What is Kubernetes?

- Portable: public, private, hybrid, multi-cloud
- Extensible: modular, pluggable, hookable, composable

- Self-headling: auto-placement, auto-restart, auto-replication, auto-scaling

Google started the Kubernetes project in 2014.

Kubernetes builds upon a decade and a half of experience that
Google has with running production workloads at scale, combined
with best-of-breed ideas and practices from the community.

Source: https://kubernetes.io/docs/concepts/overview/what-is-kubernetes/
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What does it do?
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Kubernetes at Lunar Way

Minikube
for local

development

KOPS
for
maintaining

cluster
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Highly available

Master
node

Master
node

Master
node
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Autonomous services

Squads can work
independent of other squads.

Freedom &

Flexibility

We run many different type of
workloads in the cluster.

Gives us mobility to become
cloud agnostic.

What do we think of I1t?

High availability
Kubernetes takes care of
container failures.

Easy independent
deployment

Kubernetes allows us to
deploy multiple times a day.

Easy maintenance

KOPS to spin up our clusters,
and maintain them.

Scalable

infrastructure

Scaling the infrastructure is
easy, both on node and
container level.
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way



Burns et al., Borg, Omega, and Kubernetes, 2016
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Monitoring with
Prometheus
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long-lived jobs

What?

short-lived jobs

Prometheus

Pushgateway Grafana

S
’
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Alertmanager lundl’
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What metrics are we collecting?
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4

annotations:
prometheus.io/scrape: 'true'
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What do we think of I1t?

Lq g

Provides great insights to all Makes it easy for developers
of our services to instrument their services

Integrates well with many
different services
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chg Collection
with Fluentd
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Logging setup

fluentd aws-signing-proxy

AWS Elasticsearch Cluster
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What do we think of I1t?

Lq g

Works great with Kubernetes. Small memory footprint
Deployed as a DaemonSet

Proven reliability and
performance.
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Back to
‘ what 1t i
trying to do... S
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Building a scalable architecture

DK SE X

LW Feature Services

houston grafana
DK partner bank kibana
Internal Utility Core Banking Enrichment | Infrastructure
Services Services Services Services Services Services
000 000
x x
Integration Abstraction Layer
unar
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How are we building our services?
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How are we building our services?

000000000000000000

Asynchronous first Self-contained
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Organization & Culture
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#squad-core

Squad-c
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#squad-core
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Did we fin
d .
wtopia? Cloud Native
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We are on the right path!

We are doing microservices.
We package services in containers.
We deploy these in a dynamically scheduled environment.

But, there’s still room for improvement...
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Challenges
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Challenges

Architecture
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Architecture

Avoid building a
distributed monolith

Use bounded context pattern
to avoid cross cutting
concerns.

Strangler Application

Pattern

Building new functionality as
new services

Asynchronous vs

Synchronous

Problems when integrating
with external partners.
Synchronous calls from app.
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Challenges

Architecture

Deployment
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Deployment

Monolithic
deployments

A lot of risk involved, and less
frequent deployment.

Cloud Native
maturity of CI/CD

Good old Jenkins and scripts
to the rescue

Configuration follows

Image
Container registry just stores
the image.
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Challenges

Architecture

Deployment

Development

Environment
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Development Environment

Minikube is great in Local cluster boot Proxy into a cloud
the beginning time is a pain environment instead?
What about when running 30 Fetching services over the We are looking at a project
services”? internet everytime is slow. called telepresence.io
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Challenges

Architecture

Deployment

Development
Environment

Operations
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Operations

No more SSH’ing into Kubernetes is moving Kops helps us
machines fast manage our clusters
We use kubectl| for Keeping up is time-consuming Kops makes it fairly easy to
management. update and maintain.
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What else are we looking at

g

HuMIO weavecloud

-

Q)envoy  HELM
A Ll,@ EL!

Junar
way





mailto:kni@lunarway.com




